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Abstract: In this paper we aim to improve the accuracy of the recognition rate in the ear 
recognition by developing theoretical framework for combining (serial or parallel) 
statistical feature extraction methods (PCA, LDA, and DCT). Experimental comparisons of 
the combining methods demonstrate that the combination methods outperform other single 
feature extraction methods. 
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1. INTRODUCTION 

Using ears to identify people has been interesting in the recent years. There are 
many methods proposed for ear recognition. The most prominent work was done 
by the French criminologist Alphonse Bertillon (1890) [1]. In machine vision, ear 
biometrics has received scant attention compared to the more popular techniques of 
automatic face, eye, or fingerprint recognition. However, ears have played a 
significant role in forensic science for many years, especially in the United States, 
where an ear classification system based on manual measurements has been 
developed by Iannarelli, and has been in use for more than 40 years [2]. He 
examined over 10,000 ears and found them all to be distinguishable. Iannarelli 
developed an anthropometric method where 12 measurements are used as features 
to distinguish individuals. Chang et al. [3] compared ear recognition with face 
recognition using a standard principal components analysis (PCA) technique 
known as the “eigen-face” approach on face and "eigen-ear" images. They reported 
that 71.6% and 70.5% are the accuracies obtained in the baseline experiment for 
ear and face recognition, respectively. Chang also presented results for a lighting 
variation experiment where the reported rates were 64.9% for face and 68.5% for 
ear. In a multimodal experiment for combining ear and face images, they reported 
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recognition results of a 90.9% rank one recognition, which is a significant gain in 
performance over their baseline experiment. Hurley et al. [4] considered a “force 
field” feature extraction approach that is based on simulated potential energy fields. 
They reported recognition results 99% rank one recognition rate using template 
matching. Then, Choras [5] presented a study on ear biometrics using geometric 
feature extraction. With this ideal environment for recognition, an error free 
recognition was reported. In other study, Moreno et al. [6] performed two 
experiments with neural network classifiers. For the classification technique based 
on feature points a 43% recognition rate was reported, and for the ear morphology 
approach with a neural network classifier a recognition rate of 83% was reported. 
Other research has been done at the University of Notre Dame by Ping Yan et al. 
[7], where they reported 63.8% rank one recognition rate for an “eigen-ear”, PCA-
based approach. The same approach was performed on range images achieving 
55.3% rank one recognition rate.  M. Saleh et al. [8] performed experiments using 
different feature extraction methods and different classification techniques. Four 
classifiers utilized feed-forward artificial neural networks (ANN), and three 
classifiers that were based on a nearest neighbor rule. The seven experiments 
performed in this study had rank one recognition rates ranging from 76.5% to 
94.1%. Yuizono et al. treated the ear image recognition problem as an optimization 
problem and applied GA (genetic algorithm) to it [9]. Results showed that the 
highest registrant recognition rate achieved was approximately 100%, and 100% 
for the un-registrant rejection rate.  Applied different statistical methods such as 
(Correlation, PCA, LDA, DCT, and ICA) to extract ear features will get a good 
results. And the results showed that LDA technique is the superior than other 
algorithms in all cases [10]. 

To improve the performance and robustness achievable by individual 
recognizers, the use of multiple classifier systems (MCSs) has been recently 
proposed. MCSs are currently a very active research field. Multiple classifiers 
systems cover a wide spectrum of applications. The effectiveness of this approach 
is documented by many experimental results [11-14]. Approaches for improving 
the performance and the robustness of a single face recognition system based on 
MCSs have also been proposed: The outcome of each expert, represented by a 
score, i.e. a level of confidence about the decision, is combined with simple fusion 
rules (majority voting, rank summation, Bayes’s combination rule); Lucas [15] 
uses a n-tuple classifier for combining the decisions of experts based on sub-
sampled images; Tolba [16] presents a simple combination rule for fusing the 
decisions of a RBF network and the decisions of a LVQ network. The works by 
Lucas and Tolba can be considered as the state of the art about multiple classifiers 
applied to face recognition. Marcialis and Roli [17] exploited the fusion of PCA 
and LDA for face verification KNN-based combination rule and the NM-based 
combination rule. In general, the performance of the KNN rule is much better than 
that of the NM rule: this should mean that the average template (that can be viewed 
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as a low-pass filtering in the domain of the PCA and LDA spaces) reduces the 
available information.  
2. METHODOLOGY 

2.1. SINGLE FEATURE EXTRACTION METHOD: 
There are many different statistical approaches to extract features from ear 

images as described in. 
�  Principal Component Analysis (PCA) 
Principal Component Analysis (PCA) [18, 19]. PCA is a linear subspace 

projection technique. It finds a set of representative projection vectors such that the 
projected samples have most information about original samples. The most 
representative vectors are the eigenvectors corresponding to the largest "eigen-
values" of the covariance matrix. And reducing the dimensionality of the 
description by projecting the points onto the principal axes. In mathematical terms, 
we wish to find principal components of the distribution of ear images 
(eigenvectors of the covariance matrix of the set of ear images). Each ear image in 
the training set can be represented in terms of a linear combination of the "eigen-
ears". The number of the "eigen-ears" is equal to the number of the ear images in 
the training set. The PCA algorithm is shown in list 1. 
Step 1: Obtain ear images I1,I2,I3,I4…….IM (Training ear images).Each image is NxN 
Step 2: Represent every image as a vector Γi (N2x1) .So, Γ is an N2xM vector. 
Step 3: Compute the average ψ  (N2x1) 

                                                        (Eq. 1) 
 

Step 4: Subtract the mean (center data) : 
              ψφ −Γ=i                                   (Eq. 2) 
Step 5: Form the data matrix A=[Φ1 Φ2 Φ3 …….ΦM]  (N2 x M matrix) 
Step 6: Compute the covariance matrix (N2 x N2): 
                                                             (Eq. 3) 
 
 
 

Step 7: Compute eigenvalues (λ1 λ2 λ3 …..λN
2) and eigenvectors (u1 u2 u3 …… 
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eigenvalues. And neglect the eigenvectors when its associate eigenvalue 
less then 0.01 (for example the number of eigenvalues that have values 
greater than 0.01 is P) 

Step 8: Compute the feature matrix (PxM):  
                                    (Eq. 4) 
To identify an unknown ear image Γ (centered and in the same size) we will 

apply the following steps. 
Step 9: normalize the testing image Γ (N2x1): 

            ψφ −Γ=i                                        (Eq. 5) 
Step 10: Project on the eigenspace       (Px1) : 

                                                     (Eq. 6) 
Step 11: Compute the distance between the test image and the training image 
and determine the class of the unknown image 

                Er=min ||Ω-     ||.              (Eq. 7) 
List 1: The PCA algorithm 

� Linear Discriminant analysis (LDA) 
PCA do not use ear class (category) information. The training data is taken as a 

whole. LDA finds an efficient way to represent the ear vector space by exploiting 
the class information [20], [21]. It differentiates individual ears but recognizes ears 
of the same individual. LDA is often referred to as a Fisher's Linear Discriminant 
(FLD). The images in the training set are divided into the corresponding classes. 
The LDA algorithm is shown in list 2. 
Step 1:Obtain ear images I1,I2,I3,…….IM (Training ear images) . I(NxN).  
Step 2:Represent every image as a vector Γi N2x1 .So, Γ is an N2xM vector. 
Step 3:Compute the mean of each class mi (N2x1)and the mean of all data m 

(N2x1) . 
Step 4: Compute class-dependent scatter matrix (N2x N2): 

                                                                                          (Eq. 8) 
Where  
P: Number of images of each class  
      : Class data matrix , and K is the number of classes 
Si:  Scatter matrix 
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Step 5: Compute within-class scatter matrix Sw ((N2xN2): 
                                                                          (Eq. 9) 

Step 6: Compute between-class scatter matrix Sb (N2xN2): 
                                                                                               (Eq. 10) 
 
We are seeking the matrix W maximizing  
                                                                                               (Eq. 11) 
 

Step 7: Calculate the eigen values (λ) and eigen vectors (w) to solve Eq. 11. 
Then sort the eigen vectors according to its eigen values. 

           λwSwS wb =                                          (Eq. 12)  
 

Step 8: Project images onto Fisher basis vectors: Project all the original (i.e. not 
centered) images onto the Fisher basis vectors 

                 Γ= WY                                              (Eq. 13) 
 
 To identify an unknown (test) ear image Γi  we will apply the following steps.  

Step 9: Project image onto Fisher basis vectors. 
                                    (Eq. 14) 

Step 10: Compute the distance between the test image and the training images 
and determine the  class of the unknown image: 

              Er = min ||Y-r||             (Eq. 15) 
List 2 :The LDA algorithm 

� Discrete Cosine Transform (DCT) 
DCT is a well-known signal analysis transform used in compression standards 

due to its compact representation power. A detected and normalized ear image is 
divided into blocks of 8x8 pixels size. Each block is then represented by its DCT 
coefficients. DCT coefficients the ones containing the highest information are 
extracted via zigzag scan. To fuse the local information, the extracted features from 
8x8 pixels blocks can be combined at the feature level or at the decision level [22]. 
The DCT algorithm is shown in list 3. 
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Step 1: Obtain ear images I1,I2,I3,…….IM (Training ear images). Each image is NxN. 
Step 2: A detected and normalized ear image is divided into blocks of 8x8 pixels size. 
Step 3: Each block is then represented by its DCT coefficients. 

 
                                                                                                                 (Eq. 16) 

             Where  
                        A: Input image. 
                        M: Column size of A. 
                         N: Row size of A. 
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Step 4: From the remaining DCT coefficients, the ones containing the highest 

information are extracted via zigzag scan.  
Step 5: The DCT coefficients obtained from each block are concatenated to 

construct the feature vector which is used by the classifier. These steps 
(1, 2, 3, and 4) are performed on all the training images. 

 To identify unknown ear image (centered and in the same size) we will apply 
the following steps 
Step 6: The previous steps are performed on the unknown (test) image to 

construct the feature vector. 
Step 7: Compute the minimum distance from the feature vectors of the training 

images to identify the class of the unknown image. 
List 3: The DCT algorithm 
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2.2. COMBINED FEATURE EXTRACTION METHODS 
Combining feature extraction methods used to improve the accuracy of the 

recognition rate of the ear images. The combination can be implemented in many 
levels (similarity measurements, ranking scores, and final decisions). In this 
proposed technique we use combination in the decision level. There are two 
methods of combinations (serial and parallel). 

Correlation coefficient (ρ) should be calculated when choosing feature extraction 
methods to prevent using two dependent feature extraction methods. When ρ tends 
to zero so, the feature extraction methods that had been chosen are independent and 
the combination between them will give us good results. As shown in table.1 the 
correlation coefficient between feature extraction methods shows that the 
combination methods illustrated into the table will give us a good results because 
the correlation coefficient tends to zero. 

Correlation Coefficient Combined methods 
-0.000796 PCA & LDA 
0.000020816 PCA & DCT 
-0.0011 DCT & LDA 

Table.1 Correlation coefficient between feature extraction methods 
� Parallel Combination: 
  Fig.1 shows the steps of combining two methods of feature extraction. The 

figure is divided into three stages. In the first step (training stage) we collect ear 
images and perform images preprocessing to all images and then apply two 
different feature extraction methods, and enroll the result (represented as vectors) 
into two databases. In the second stage (test stage) we apply the same 
preprocessing steps and then apply the same two feature extraction methods on the 
samples of ear images. In the third stage (matching and combining step) match 
every feature extraction method with its database to get the decision, then apply the 
combination technique to combine the two decisions. 

The combination step is started from computing the distance vectors df1 and df2 
(f1 and f2 denotes the first and second feature extraction methods) that are 
computed from the matching of the sample images with the two databases. Then 
append the final decisions from two methods into one vector d and then apply the 
KNN on this vector to get final decisions.  

 
 

{ }NffNff ddddd 212111 ,.......,,,......,=
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Fig.1 Schematic block diagram of parallel combining feature extraction methods 
 

� Serial Combination 
Figure2 shows the steps of combining two methods of feature extraction 

methods. After the images acquisition and preprocessing steps apply the first 
feature extraction method (LDA, PCA, or DCT) and then use the transformation 
matrix and apply the second feature extraction method. After applying all the 
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previous steps on the training and testing images, match the testing images with 
training images using minimum distance or K-nearest neighbor classifier (for 
example when use the PCA transformation matrix as in equation (4) to apply DCT 
feature extraction method on it and use the output of DCT as an transformation 
matrix (apply this two feature extraction methods in this order onto the training and 
test images). The two feature extraction methods can be done as in the table.2 order, 
but we can't reverse the sequence of these methods because the dimensions are not 
matched. Also not all methods can be used in this combination method due to the 
dimensions conflict.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Schematic block diagram of Serial combining feature extraction methods 
 

3. EXPERIMENTAL RESULTS 
In this section we will compare between single (PCA, LDA, and DCT) and 

(parallel and serial) combination (PCA+LDA, PCA+DCT, and LDA+DCT) feature 
extraction methods. We will use small database (Carreira-Perpinan, 1995) consists 
of 102 grayscale images (6 images for each of 17 subjects) in PGM format. Six 
views of the left profile from each subject were taken under uniform, diffuse   
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lighting. Slight changes in the head position were encouraged from image to image. 
In our experiment we will use the database two times. First, we will use three 
images as training images and three for test. Second, one images as a training 
images and five for test. We have been used minimum distance classifier based on 
two distance measurements Cosine and Chebychev to measure similarities.  

• Parallel Combination : 
Table 2 and Fig.3 presents a comparison between parallel combination of 

features and single feature extraction methods based on single classifier. We note 
that when combining two feature extraction methods, the result will be better than 
or equal when using single feature extraction methods for one training images as in 
Figure 4.2. While parallel feature combination gives us results approximately the 
same or lower than single feature extraction methods for three training images. 

 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 

(b) 
Figure 3: Comparative performance between single and parallel combination of feature 

extraction methods (a) For one training image   (b) For three training image 
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Table 2: Comparative performance between single and parallel 
combination of feature extraction methods 

 
 
 
 
 
• Serial Combination : 
A comparison between serial combination of feature extraction methods and 

single feature extraction methods is introduced in table 3 and Figure 4. We note 
that, serial combination (PCA+LDA, PCA+DCT, and LDA+DCT) of two feature 
extraction methods will give us good results compared with single (PCA, LDA, 
and DCT) feature extraction methods for one training images. While when using 
three training images serial combination is approximately the same as single 
feature extraction methods. 

 
Table 3: Performance comparison between single and serial combination of 

feature extraction methods 
 
 
 
 
 
 
 
 
 
 
 
 
 



Journal of the ACS, Vol. 2, May 2008 
  

  
  
  
  
  
  
  
 

١٢

 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 

 (b) 
Figure 4: Performance comparison between single and serial combination of feature 

extraction methods (a) For one training image (b) For three training images 
4. CONCLUSION 

Combination of two single extraction methods will increase the recognition 
rate. And the effect of combining is obvious when using one training image and 
independent feature extraction methods because the recognition rates in such cases 
are low and when using the combination technique the recognition rate will 
increase. Also, we note that parallel and serial combination techniques give us 
good results. But when the serial combination will give us results better than 
parallel combination as in table 4. 
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Table 4: Performance comparison between parallel and serial combination of 
feature extraction methods 
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